
Paper Review : Visual ChatGPT
Talking, Drawing and Editing with Visual Foundation Models
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Background :

- Current ChatGPT model is limited within language domain.

- Training large foundation model that includes many modalities is very 

expensive.

- Is it possible to create a ChatGPT-like system that can understand and generate 

vision modality without doing training?

Figure 1. Example of ChatGPT output

Visual ChatGPT : Motivation

Key Idea : Combine ChatGPT with existing vision foundation models !

Note :

- Vision foundation models are multimodal models that also includes vision, but with much smaller parameters than ChatGPT.  
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Some Examples of Vision Foundation Models

Figure 2. Illustration of BLIP [2] model to understand and provide the 

description of an image.

Figure 3. Examples of Stable Diffusion [3] model to synthesize an image

based on text prompts.

Figure 4. Illustration of Pix2Pix [4] model to generate image-to-image

translation.

Figure 5. Illustration of ControlNet [5] model to control generated images from 

large diffusion models conditioned on canny images.
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Major contributions :

- First work to combine the power of ChatGPT and existing Vision Foundation Models (VFMs).

- Design a novel module called prompt manager that act as an operator to interact with ChatGPT and 22 different VFMs.

Figure 6. Example of Visual ChatGPT [1] multiple rounds of conversation.

Visual ChatGPT : Major Contributions
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Visual ChatGPT : Notation Preliminaries

Notation meaning :

- History of Dialogue (      ) : Concatenation of previous QA pairs.

- User query (    ) : linguistic and/or vision input.

- History of Reasoning (         ) : All previous reasoning histories from j invoked VFMs for i-th round of conversation.

- Intermediate Answer (     ) : The answer generated step-by-step to achieve the final answer for user.

- Prompt Manager (     ) : Convert all the visual signals into language so that ChatGPT can understand.
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Visual ChatGPT Brain : ReAct Framework

Key Lessons :

- Novel technique that combine reasoning and acting 

to solve various tasks in Language Model (LM).

- Environment can be external APIs (e.g., Wikipedia 

API, etc) or take an action from custom tools.

Note:

- Thought : Reasoning trace - Action : Using LM to take an action based on its reasoning - Observation : Results from taking the action

Figure 6. Example of outputs generated by ReAct framework [6].
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Prompt Manager : A set of additional prompts that act as a guide for ChatGPT to 

understand and create visual outputs with the help from other VFMs.

Visual ChatGPT : Prompt Manager

Prefix : Texts before user prompt

Suffix : Texts after user prompt

VFMs tools
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Prompt Manager : A set of additional prompts that act as a guide for ChatGPT to understand and create visual outputs with the help 

from other VFMs.

Visual ChatGPT : Prompt Manager

Explaining the system message (the first part of conversation) for Visual ChatGPT.

Figure 7. System message used by OpenAI for ChatGPT 

[7].

Set of instructions to make sure that Visual ChatGPT works as expected 

(based on ReAct framework).

Set of prompts to make sure that ChatGPT doesn’t hallucinate and only 

depend on previous outputs.

List of VFMs tools used by Visual ChatGPT to understand and generate 

images.
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Figure 8. Architecture of Visual ChatGPT [1].

Visual ChatGPT : Overall Architecture
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Visual ChatGPT : Limitations

Some limitations from the proposed Visual ChatGPT model :

- Heavily rely on existing ChatGPT and VFMs.

- Requires many prompt engineering (e.g., set of instructions, guidelines, confirmations, etc).

- Cannot achieve real-time results if it triggers many VFMs to answer the user query.

- Current ChatGPT API has maximum number of tokens which are 4096 (already solved in GPT-4).

- Need quite large storage (~ 70 GB GPU RAM) to include all 22 different VFMs mentioned in the paper.

- Need internet connection since ChatGPT API can only be accessed by those who have the internet.
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Visual ChatGPT : Possible Research Directions

Some possible research directions in vision-language tasks based on the recent work, Visual ChatGPT :

- Research about efficient prompt that doesn’t require expertise from specific field.

- Investigating techniques to speed up the interaction between ChatGPT and VFMs for enabling real-time results.

- Research the possibility to be run in CPU or resource-constrained devices.
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Additional Details in Visual ChatGPT

Figure 9. 22 different VFM models used in Visual ChatGPT [1].

Figure 10. GPU memory needs for including VFMs in 

Visual ChatGPT[1].
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