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❖ Some disclaimers regarding the GPT-4 “paper” :

➢ Not like academic paper, doesn’t explain the training data, model’s architecture, other similar things.

➢ Most of the contents in the paper are about evaluations of the model.

➢ Doesn’t open-source the codes nor the data.

GPT-4 : Disclaimer
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❖ Several highlights of the GPT-4 model :

➢ It’s a multimodal model (covers vision, audio, and text).

➢ Claimed to be much more powerful than the previous version, already surpass human performance in many benchmarks.

➢ It has much longer contexts than ChatGPT (can handle up to 25,000 words input)

GPT-4 : Generative Pretraining Transformer version 4 
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❖ Some key lessons about GPT-4 training method :

➢ It uses next token prediction training method (similar w/ GPT-3).

➢ Utilize RLHF to align the model’s output with human intent.

➢ No further explanations about the detail of them.

GPT-4 Training Method



GPT-4 Alignment : Reinforcement Learning From Human Feedback
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❖ Some key points about GPT-4 performances :

➢ OpenAI claimed that GPT-4 already surpass human performance on 

both professional and academic exams.

➢ More impressively, GPT-4 can achieve top ~10% test takers of several 

exams, such as SAT, GRE Verbal, AP, and Uniform Bar exams (while 

ChatGPT only achieve bottom 10%).

GPT-4’s Performances : Part 1
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GPT-4’s Performances : Part 2

❖ Some key points about GPT-4 performances :

➢ Much more powerful than previous version and SOTA models 

(except DROP benchmark).
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GPT-4’s Performances : Part 3

❖ Some key points about GPT-4 performances :

➢ Surpass > 10% compared with other SOTA and LLM models.

➢ Evaluated on translated MMLU benchmark.



9

GPT-4’s Performances : Part 4

❖ Some key points about GPT-4 vision-

language performances :

➢ Doesn’t evaluate the model in academic 

vision-language benchmarks, such as MSVD, 

MSRVTT, etc.
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GPT-4’s Performances : Part 5

❖ Some key points about GPT-4 RLHF performances :

➢ In some benchmarks, RLHF fine-tuning degrades model’s performances by a lot, but 

in other cases it can increase its accuracy.

➢ But overall, RLHF does not significantly affect the base GPT-4 model’s capability.

➢ RLHF fine-tuning makes the model significantly safer and more aligned from human 

perspective.
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GPT-4’s Limitations-1 : Hallucination

❖ GPT-4 hallucinations :

➢ Generating text that might sound plausible but is not accurate, factual, or relevant to the input prompt



12

GPT-4’s Limitations-2 : Safety Prompt

❖ GPT-4 Jailbreak prompt :

➢ Jailbreak prompts can encourage the model to generate outputs that lead to undesirable outputs, such as revealing 

biases, producing harmful contents, etc.

➢ This is a very challenging problem because it involves creative or subtle manipulations of the input text that are not 

easily detected by safety methods like RLHF.
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Possible Future Research Directions

❖ Improving Factual Correctness:

➢ Developing techniques to ensure that generated text is factually accurate and relevant to the input prompt. 

❖ Safer Large Multimodal Models :

➢ Investigate methods that can be used to ensure model’s responses are safe and not contain any harmful or undesired 

contents. 

❖ Specific “open-research” methods in LLMs :

➢ Efficient prompt engineering (e.g., let’s think step by step, please explain in detail, etc).

➢ LLMs evaluations.

➢ Understanding LLMs.

➢ Emergence LLM capabilities.



Thank you for your 
Attention

Ravialdy Hidayat
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