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What is the background of Reinforcement Learning from Human Feedback (RLHF) ?

Figure 1. GPT’s output may not be aligned to user’s intention. Note that InstructGPT is a scaling 
method for RLHF up to tens of thousands of tasks [L. Ouyang’22].

Main source : [L. Ouyang’22;arXiv] L. Ouyang et al., “Training language models to follow instructions with human feedback.” arXiv:2203.02155, 2022

*Solution: Ask human labelers to provide feedbacks to align the model to the intention of the prompt !

• Human labelers guide AI models to sound plausible like other humans
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Human labeler’s prompt distribution

Figure 2. The distribution of prompts used to finetune InstructGPT [L. Ouyang’22].

Main source : [L. Ouyang’22;arXiv] L. Ouyang et al., “Training language models to follow instructions with human feedback.” arXiv:2203.02155, 2022

*Solution: Start with the pretrained model and finetune it or train the model from scratch!

• However, the finetuned approach produces much superior results [L. Ouyang’22].
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The process of Reinforcement Learning from Human Feedback (RLHF) :

Figure 3. A RLHF’s diagram consists of supervised fine-tuning (SFT), 
reward model (RM), and RL via Proximal Policy Optimization (PPO) [L. Ouyang’22] 

Main source : [L. Ouyang’22;arXiv] L. Ouyang et al., “Training language models to follow instructions with human feedback.” arXiv:2203.02155, 2022
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Step 1 RLHF : Pretraining a Large Language Model (LLM)

Figure 4. Use unsupervised next token 
prediction method. The data is scraped from 

internet.

Main source : [L. Ouyang’22;arXiv] L. Ouyang et al., “Training language models to follow instructions with human feedback.” arXiv:2203.02155, 2022

Figure 5. The rate of training dataset size growth is much 
faster than the rate of new data being generated 

[Villalobos’22]
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Step 2 RLHF : Supervised Finetuning (SFT) for dialogue

Main source : [L. Ouyang’22;arXiv] L. Ouyang et al., “Training language models to follow instructions with human feedback.” arXiv:2203.02155, 2022

Figure 6. Collect demonstration data for guiding the 
model.
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Step 3 RLHF : Reward Modelling !

Main source : [L. Ouyang’22;arXiv] L. Ouyang et al., “Training language models to follow instructions with human feedback.” arXiv:2203.02155, 2022

Figure 7. Train the model to perform relative ranking 
of arbitrary pairs of responses. Figure 8. Labelers give ranking scores from 1 to 7 in the 

order of preference. Feedbacks will also be used as rewards. 
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Step 4 RLHF : Finetune the model with Reinforcement Learning (RL) !

Main source : [L. Ouyang’22;arXiv] L. Ouyang et al., “Training language models to follow instructions with human feedback.” arXiv:2203.02155, 2022

Figure 9. Fine-tuning the main LLM using the reward model and the PPO loss calculation.

Figure 6. Zoom-in on the RL Update box -
PPO loss calculation.

Image source : https://gist.github.com/JoaoLages/c6f2dfd13d2484aa8bb0b2d567fbf093



Summary of Reinforcement Learning from Human Feedback (RLHF)

● Unsupervised Learning : 

○ First, the model is trained on incredible data 

scraped from the Internet (including 

misinformation, propaganda, conspiracies, etc). 

● Supervised Fine-Tuning : 

○ Then, the model is trained on higher quality data 

(e.g., StackOverflow, Quora, human annotations, 

etc) and demonstration data.

● Reinforcement Learning : 

○ Finetuned model is further trained using RL 

techniques to make it more appropriate and 

safer.
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Main source : [L. Ouyang’22;arXiv] L. Ouyang et al., “Training language models to follow instructions with human feedback.” arXiv:2203.02155, 2022

Image source : https://huyenchip.com/2023/05/02/rlhf.html
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